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Abstract
This article examines how claims to predictable borders via data science techniques are 
crafted in bureaucratic institutions. Through a case study of testing algorithmic systems 
at a transnational agency, we examine how humanitarian organizations reconcile the 
risks of predictive technologies with the benefits they claim to receive. Drawing on a 
content analysis of policy documents and interviews with humanitarian technologists, 
we identify three organizational strategies to justify working toward predictability: 
constantly seeking novel variables and data, maintaining ambiguity, and shifting models 
to adapt to changing circumstances. These strategies, we argue, sustain the claim that a 
predictable border is possible even when the technical reality of machine learning models 
does not live up to bureaucratic imaginaries. The so-called success of a predictable 
border does not solely derive from its technical capacity to estimate human mobility 
accurately but from creating a semblance of a predictable border inside an organization.
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Introduction

Over the last two decades, predictive technologies have grown to determine who is 
allowed at the border from visitors to immigrants to asylum seekers. With their credulous 
pledge to eliminate irregular entries, algorithmic systems appeal to state and non-state 
actors who turn to these technologies in the name of national security or efficient man-
agement of borders. Critics point to concerns around fairness, rights to seek asylum, and 
freedom of movement as these systems are quietly incorporated into everyday border 
management practices. Keeping these concerns in mind, this article examines how claims 
of predictable borders via algorithmic systems are crafted in bureaucratic institutions. 
We examine two UN Refugee Agency (UNHCR) projects, namely, Project Winter Cell 
and Project Jetson that use machine learning and data science techniques as a case study 
to examine how the UNHCR claims and performs predictability of border movements.

We define a predictable border as one that aims to use data science techniques from 
diverse sources to identify non-linear, complex relations to help predict human mobility. 
A predictable border promises to anticipate who might arrive and when by attempting to 
“translate humanitarian needs into data models” (UNHCR Innovation Service, 2021). The 
so-called “technological benevolence” (Benjamin, 2019) of the UNHCR’s predictable 
border, however, potentially perpetuates exclusionary mechanisms of border control by 
“expanding the scope for racialization” (Amoore, 2021: 2). From concerns around the 
ethics of consent for data collection to data security to racial and gender bias and discrimi-
nation in decision-making, predictive analytics in migration presents a range of signifi-
cant risks and harms. It is also technically too complex to build and maintain a predictable 
model of mobility given the uncertainty and diversity of mechanisms resulting in forcibly 
displacing people worldwide. Against these risks of success and potential harm, we ask: 
how does a humanitarian agency keep the idea of a predictable border resilient when it 
does not work as intended or risks harming the people it aims to protect?

Drawing on publicly available documents and interviews with data analysts and man-
agers involved in these two projects, we argue that the so-called success of a predictable 
border does not solely derive from its technical capacity to predict numbers accurately 
but also from creating a semblance of a predictable border within the organization. We 
identify three strategies that help humanitarian technologists justify and maintain the 
claim that a predictable border is possible: (1) constantly seeking novel variables and 
data, (2) continually maintaining ambiguity, and (3) quickly shifting models to adapt to 
changing circumstances. These strategies help humanitarian technologists and managers 
at the UNHCR protect their experiments with predictive analytics from internal and 
external pushback. They allow for continued efforts to deliver on the promise of a pre-
dictable border without having to determine clear metrics of success or failure.

This article contributes to social studies of digital technologies in migration and bor-
der control by focusing on how bureaucratic organizations build these predictive sys-
tems. We demonstrate how humanitarian agencies reframe their turn to these inherently 
uncertain, not to mention potentially harmful, technologies not solely through efficiency 
and better management but also through organizational strategies that legitimate a pre-
dictable border while trying not to sacrifice their humanitarian mandate.
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The idea and ideal of a predictable border

From the mass displacement of Syrians, Yemenis, and South Sudanese due to conflicts to 
the uprooting of millions of Venezuelans because of severe economic and political instabil-
ity, the global number of refugees and asylum seekers has grown over the last two decades 
(International Organization for Migration, 2020a). In response, relatively wealthy states 
and those in stable regions have transitioned their territorial borders into what Petra Molnar 
(2020) calls “technological testing grounds.” From “fortress” Europe to North America, 
many wealthy states have turned to opaque and privately developed technologies to curtail 
a large inflow of border-crossers (Beduschi, 2020; Madianou, 2021; Molnar and Gill, 
2018). These “untested technologies” (Madianou, 2021) at and across national borders 
have been justified as practical responses that help potential host governments deal with 
complex and protracted challenges in managing migration.

The turn to novel data-driven technologies complements prior border externalization 
practices by powerful states wherein borders are restructured into complex and exclusion-
ary sites (Shachar, 2020), and the so-called migration management is outsourced to third 
countries (Bialasiewicz, 2012). Tech-centric interventions to supposedly curtail illegal 
border crossing and streamline asylum processes are also forming their own “rationality 
of governing in borderzones” (Aradau, 2020: 1). While humanitarian agencies such as the 
UNHCR insist on distinguishing between morally responsible uses of tech in contrast to 
privately-owned ones (Jacobsen, 2015; UN Global Pulse and UNHCR Innovation Service, 
2017), a more extensive surveillance infrastructure regime shapes the design and uses of 
similar tools and techniques (Benjamin, 2019; Couldry, 2017; Sargsyan, 2016). By turn-
ing migrants and refugees into data points, this emerging assemblage of data-centric tech-
nologies in humanitarian organizations is likely to rematerialize existing practices of 
exclusion and discrimination in various permanent databases (Chouliaraki and Georgiou, 
2022). Cloaked behind the veneer of objectivity and science, these new digital interven-
tions tend to reinforce the growing overlap between humanitarianism and securitization 
due to the expansion of surveillance (Ticktin, 2014), not to mention to reproduce the 
power asymmetries derived from colonial legacies (Madianou, 2019a).

A “deep border,” to use Louise Amoore’s (2021) apt term, appears through machine 
learning models that attempt to seek different sets of features and clusters to grasp “rep-
resentations from data” and to “generate meaning” from digital information (p. 2). Even 
if machine learning is not launched at the border, its logic and techniques might be 
applied to anticipate how many people arrive, when, and what kind of demographics. 
Amoore (2021) rightly suggests that bringing machine learning techniques into the bor-
der ultimately “forecloses and disavows” the politics of mobility. Not only do such pre-
dictive or smart borders become “more intensive sites of racialized surveillance and 
displacement” (Benjamin, 2021), but they also expand the reach of violence on racial-
ized bodies beyond state institutions (Amoore, 2021; Beduschi, 2020; Bellanova et al., 
2021; Molnar, 2021; Molnar and Gill, 2018).

Between the violent politics of so-called smart borders at the macro-level (Achiume, 
2021; Aizeki et al., 2021; Molnar, 2020) and their socio-economic impact on the every-
day life of refugees (Metcalfe, 2022; Tazzioli, 2022; Ustek-Spilda and Alastalo, 2020), 
this article focuses on the work of designing and running predictive analytics projects at 
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a transnational organization such as the UNHCR. The Agency is mandated to protect, 
provide for, and find durable solutions for forcibly displaced individuals (UNHCR, 
2013). Through its Innovation Service, the UNHCR, similar to other international organ-
izations, explores the possibility of predicting future migration flows to help with 
humanitarian responses on the ground (International Organization for Migration, 2020b). 
We examine UNHCR analysts’ strategies to enable the ongoing work around modeling 
border movements and sustain these predictive initiatives against legal and political 
pushbacks. We seek to understand how analysts at the Innovation Service incorporate 
predictive projects into existing workflows and how they modify or recalibrate their 
work to shield it against criticism. Our research aims to demonstrate how the efforts 
toward crafting a predictable border align with the politics of existing practices inside a 
humanitarian agency.

Case selection and methods

As a case study, this article focuses on the UNHCR Innovation Service’s two predictive 
projects (Project Winter Cell and Project Jetson). Data for our case studies come from 
publicly available documents on the UNHCR websites, including academic articles and 
online publications documenting how these projects came together and what they do. We 
also review publicly available records on the UN Global Pulse and UN OCHA Center for 
Humanitarian Data websites since these two offices work closely with the UNHCR 
Innovation Service and share similar objectives.

We complement the documentary analysis with in-depth interviews with four data 
analysts at the UNHCR Innovation team and two humanitarian technologists outside the 
UNHCR with field experience. We identified these technologists from the publicly avail-
able documents and initially contacted 10 interviewees via email. The interviews were 
conducted over Zoom between October 2021 and March 2022 and lasted an average of 
an hour. We discussed analysts’ backgrounds, involvement in predictive analytics pro-
jects, justifications underlying the use of predictive analytics in border movements, and 
how they navigate the risks and problems that emerge in the testing of predictive tech-
nologies. Since Project Winter Cell was a precursor to Jetson, which was still in-progress 
during our interviews, most interview data focused on the latter. But our interlocutors 
also mentioned that Winter Cell provided a background to Jetson as part of their 
experimentation.

The data analysis drew on a grounded theory approach wherein we iterated between 
data collection and analysis (Charmaz, 2006). We focused on identifying how our inter-
locutors described and defended predictive analytics projects and aimed to trace those 
themes across the documents, transcripts, and memos we put together. The two authors 
routinely checked and challenged each other’s interpretations, moving back and forth 
between data collection, memo writing, and identifying themes.

Innovation at the UNHCR

Humanitarian agencies cite the growth in the “size and severity of humanitarian crises” 
as a rationale for embracing novel technologies and data science techniques (Earney and 
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Moreno Jimenez, 2019; Pham and Luengo-Oroz, 2022). The UNHCR’s “unprepared 
response” in the Dollo Ado refugee camp (Ethiopia) in 2011, for example, was one of 
these cases, wherein the Agency’s failure to anticipate the number of Somali refugees 
resulted in health problems and mortality rates at the camp (Hammond, 2014; Richardson 
et al., 2013). The UNHCR, in turn, sought to embrace a proactive model of monitoring 
and preparation to better meet the needs of refugees in humanitarian emergencies (Earney 
and Moreno Jimenez, 2019; UN Global Pulse and UNHCR Innovation Service, 2017). 
Turning toward innovation (and predictive technologies) was also a part of the UNHCR’s 
“pragmatic” strategy to legitimate its role as a critical humanitarian actor and sustain its 
funding from the powerful states in the Global North (Adelman, 2001; Barnett, 2001; 
Chimni, 1998; Forsythe, 2001; Loescher, 1993, cited in Hamlin, 2021: 82).

The UNHCR’s Innovation Service (formally known as the Innovation Unit) was 
established in 2012 as an “inter-divisional unit” aimed at better understanding innovation 
and its potential role in the UNHCR (Ambos and Tatarinov, 2019). They began with a 
small team of four, consisting of analysts and strategists tasked to “capture, harness, and 
reward innovation within the organization” (Ambos and Tatarinov, 2019: 33). During the 
2014–2015 period, the Innovation Service reportedly adopted a lab approach—one that 
primarily relied on strong partnerships with other UNHCR units and outside NGOs—in 
identifying and testing innovative solutions for the Agency (Ambos and Tatarinov, 2019). 
We heard in interviews that the Agency’s interest in innovation “goes deeper than a tech-
nological solution.” Outside the UNHCR, humanitarian technologists have a history of 
tracking human mobility and resources with technological tools and anticipatory meth-
ods (Alburez-Gutierrez and Garcia, 2018; Jacobsen, 2015; Madianou, 2019a; UN Global 
Pulse, 2020). As one of our interlocutors remarked, humanitarian technologists believe 
they “may be able to reduce the number of lives lost and money [spent], so the funding 
is a lot better spent” with better preparation (humanitarian technologist outside the 
UNHCR, 20 September 2021). Technology or analytical techniques might be a means 
toward this goal.

The Innovation Service’s first big, publicly known project, Project Winter Cell, began 
in 2015 in the middle of the so-called refugee crisis in the Mediterranean, which Luiza 
Bialasiewicz (2012) calls “the premier laboratory for experimenting creative solutions to 
the policing of EU borders” (pp. 847-848). To better understand—and prepare for—the 
number of arrivals and all the routes through the Mediterranean, the Innovation Service 
turned to what they called “non-traditional datasets” and searched for patterns in peo-
ple’s movements (data analyst at the UNHCR, 28 September 2021). The team first tried 
to harness vast weather data from the World Meteorological Organization, the Met Office 
in the United Kingdom, and the Met Service of Southeastern Europe (Karmi, 2016). 
They drew on tracking vessel movements and broadcast warnings to be able to predict 
the arrival of refugees and coordinate with country offices. According to the UNHCR’s 
reporting, they also monitored social media and “coordinate[d] with a point person in the 
intelligence unit inside Sweden’s Migration Agency to keep abreast of the latest refugee 
movements” (Karmi, 2016). The team also experimented with a bot examining xenopho-
bia and racism against refugees online to help with advocacy strategies (Moreno, 2017). 
The Winter Cell was initially designed to be a short-lived experiment but was extended 



6 new media & society 00(0)

into 2016. Once the team decided that the situation on the ground became more manage-
able, the project was folded in June 2016.

Project Winter Cell became a precursor to the next one, Project Jetson (UNHCR 
Innovation Service, 2019b). At the request of field officers in Dollo Ado, the Innovation 
Service sought to develop a tool that would help predict precisely how many refugees would 
arrive at a point in time. “Can we use basic machine learning models with historical data to 
anticipate things in an aggregated way? This is basically how Jetson was born,” recalled one 
of the team members (data analyst at the UNHCR, 28 September 2021). Following similar 
techniques from Winter Cell, data analysts first turned to weather data, conflict-related data, 
and historical records of border crossings in Somalia since the country has a long history of 
displacement. If Project Winter Cell relied on early warning systems by utilizing real-time 
data (including maritime data, mobile phone data, and meteorological data), Project Jetson 
primarily utilized the forecasting (modeling) approach by using longitudinal datasets for 
prediction. Once the modeling was complete, Project Jetson could reportedly estimate arriv-
als from “13 out of the 19 regions” it targeted “with 3–4 weeks in advance” (Earney and 
Moreno Jimenez, 2019: 116).

Efficiency, which ostensibly leads to better preparation in humanitarian sites, is an oft-
cited motivation for developing predictive analytics in border movements. Humanitarian 
technologists also suggest that data science techniques are an extension of the data work 
they are already doing. These novel techniques are, however, developed within the param-
eters of contemporary data capitalism (Korkmaz, 2022; Sadowski, 2019; West, 2019). Data 
capitalism, also known as surveillance capitalism, not only aims to ubiquitously surveil and 
continually capture all data in the name of capital accumulation but also extracts and 
exploits data, often via invasive, opaque techniques (Madianou, 2019a; Sadowski, 2019; 
Zuboff, 2019). Instituting predictability within refugee mobility also presents a new set of 
risks and harms. For example, while fleeing genocidal violence from the Myanmar govern-
ment, Rohingya refugees experienced intensive data collection at the UNHCR’s Cox 
Bazaar camp. It soon became clear that the UNHCR was sharing these data with the 
Bangladeshi government to aid the Agency’s efforts at “finding durable solutions for the 
refugees” (Human Rights Watch, 2021). It was revealed that between 2018 and 2021, the 
Bangladeshi government shared Rohingyas’ biometric and other identifiable data with the 
Myanmar government to facilitate the so-called “repatriation eligibility assessments” 
(Human Rights Watch, 2021). The UNHCR apologized for sharing the biometric data in 
this case, but its exploration with data collection and analysis continued (Amoore, 2021).

Against such mistakes and potential risks, the Innovation Service’s dedication to 
developing predictive projects presents a case of what Ruha Benjamin (2019) calls 
“technological benevolence.” Using the promise of better care and safety as a justifica-
tion, humanitarian technologists experiment with machine learning models in forced dis-
placement and claim to distinguish their work from data/surveillance capitalism. But 
collecting data for humanitarian ends or housing and analyzing data inside a non-govern-
mental organization does not automatically translate into humanitarian accountability. 
On the contrary, the logics of securitization and capitalism continue to drive many pre-
dictive migration projects from those of the UNHCR to Frontex (Amoore, 2021; 
Madianou, 2019b). It is already hard, if not impossible, to develop an ethical and socially 
just machine learning model that anticipates forced displacement. From a statistical 
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perspective, trying to predict human mobility is also a kind of make-believe. Several 
scholars have argued that while the size of migration flows can be forecasted, human 
mobility as a phenomenon is “fundamentally stochastic” (Kulkarni et al., 2019; Smith 
et al., 2014; Song et al., 2010). Migration flows such as those of refugees have random 
patterns that may be analyzed statistically but not predicted with precision.

Building a predictable border

The Innovation Service is not at all oblivious to such challenges. Our interlocutors often 
brought up these issues unprompted to showcase their awareness of and care about 
applying machine learning to humanitarian work. However, they also remained commit-
ted to developing these systems and remained firm in their beliefs that predictive tech-
nologies might be helpful in humanitarian settings. This section discusses three strategies 
data analysts use to render predictive analytics acceptable within the UNHCR. First, they 
frame these projects as an opportunity to discover new intelligence about refugee move-
ments. Second, they carefully maintain an ambiguity around the content, use, and goals 
of the projects to protect them from hostile governments and internal criticism from the 
UNHCR. Finally, they continually shift the models under the celebratory banner of 
experimentation and try to adapt to changing field dynamics and external events. These 
strategies aim to decouple the idea of a predictable border from the existing predictive 
technologies and techniques developed by the Innovation Service. Rather than focusing 
on the success, failure, risks, or harms of existing projects, these justifications help data 
analysts sustain the possibility of a predictable border while shielding their experimental 
projects against immediate pushback.

Seeking novel variables

Predicting human movements is a highly complex task and depends on a wide range of 
datasets to at least make sense statistically. Data analysts thus seek new explanatory vari-
ables and track novel trends that could explain human mobility and approximate accu-
racy levels in their models. Project Jetson started with “enough historical data on 
arrivals,” one of our interlocutors explained, but then the team pulled in:

different data sources such as rainfall, commodity prices, or conflict data. The idea is basically 
to build a streamlined data set and then a bunch of different predictive models to test out 
whether we could forecast arrivals and how far in the future we could do this. (A data analyst 
affiliated with the UNHCR, 14 September 2021)

Members of the Innovation Service do not see this data work as a challenge. On the 
contrary, they frame using different sources of information as a way of capacity-building. 
Coordinating across various sources and agencies in and outside the UNHCR cultivates 
this capacity both epistemologically and organizationally. They seek access to publicly 
available data that may be directly or tangentially related to migration trends. In turn, at 
least in theory, the UNHCR could reportedly obtain better insights into the field dynam-
ics even if machine learning models are unsuccessful.
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Field officers and analysts in the humanitarian field are used to collecting and analyz-
ing various data sources across different units to better prepare for refugee arrivals. What 
distinguishes a project like Jetson, some of our interlocutors asserted, is the ability to 
combine diverse datasets while exploring different relationships across several variables. 
One analyst remarked that “machine learning forced [them] to do [data collection] in a 
more structured way” and helped the organization track in a more systematic fashion (a 
data analyst affiliated with the UNHCR, 14 September 2021). Others mentioned that 
predictive analytics enabled tracking trends they might not have otherwise followed. 
Examples of such “novel” trends were goat prices for the Dollo Ado camp or bus sched-
ules and tickets in the case of Brazil.

Priding itself on pursuing a “human-centered” approach, the Innovation Service tried 
to engage refugees and field officers in data discovery and collection during Jetson. A data 
analyst recounted flying to Dollo Ado to interview refugees with the help of a translator 
in the early days of Project Jetson. During one of those visits, the analyst found out about 
what came to be described as “the goat story” (UNHCR Innovation Service, 2019a). A 
refugee explained that following security threats, the family had to sell all their livestock 
(mainly goats) before they could flee to Dollo Ado because of the inability of goats to 
survive the perilous journey. To the data analyst, this detail implied that during a signifi-
cant outflow of Somalis to Dollo Ado, market prices would also plummet, given that 
many families would be selling their goats simultaneously. Selling goats before departure 
thus became more than just one refugee’s story. It was adopted as a predictor of Somalis’ 
movements to the southern Ethiopian border and incorporated into Jetson’s model to esti-
mate the size of future refugee flows in the region. The data analysts recognized that such 
novel variables were sensitive to local contexts and periods. They mentioned how bus 
fares, for example, replaced goat sales in another refugee site to acknowledge how spe-
cific these new insights were to locales.

Regardless of whether a predictive analytics project achieves the intended accuracy 
levels, members of the Innovation Service consider this data discovery process very useful. 
They believe these new insights and analytical techniques ostensibly strengthen the knowa-
bility of migration and displacement for the UNHCR. They also feel good about using such 
arguably low-stakes, publicly available data because they could avoid political questions of 
privacy or surveillance while praising new forms of information (Meissner and Taylor, 
2021; Molnar, 2020). We find, however, little to no accountability regarding the responsi-
bility of testing these forms of data, such as weather trends or goat prices, to predict human 
mobility. Recent evidence seems to counter the assumption that market prices can be solely 
associated with a large outflow of Somalis to neighboring countries (Khalif, 2020; Omar 
and Bearak, 2020). Data analysts do not question the impact of using unrelated and con-
text-dependent data to inform high-stakes decision-making, such as preparing for the 
arrival of refugees at the border or profiling refugee populations. The veneer of complexity 
provided by machine learning techniques justifies blending these different data sources and 
their claims to be able to predict refugee mobility. Data analysts also do not consider that 
these information sources, legitimated by the UNHCR, might create market opportunities 
for data analytics start-ups (Taylor and Meissner, 2020), thereby creating a dependence on 
commercial firms (Lemberg-Pedersen and Haioty, 2020) in the future.
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Maintaining ambiguity

The Innovation Service likes to promote Project Jetson through multiple channels. Team 
members author academic publications, give presentations worldwide, and publicize 
their experiences on blogs and websites. Nevertheless, there is very little publicly avail-
able information about the details of this project. The stakes of revealing Jetson’s content 
and results are high. Only select UNHCR officials have access to the model and datasets. 
Of course, data analysts coordinated with the officers at Dollo Ado to share their esti-
mates and receive actual numbers to check the model’s accuracy levels. But beyond that, 
they mentioned being very careful about the limits of circulating Jetson in and outside of 
the UNHCR. One interlocutor reported,

The Ethiopian team told [us] not to publish anything about Jetson. If the government of Ethiopia 
knew those are accurate predictions and there are so many people arriving, you are going to 
shoot yourselves in the foot; you’re going to shut down the UNHCR in Ethiopia. (Data analyst 
at the Innovation Service, 28 September 2021)

Keeping the content and narrative of Project Jetson ambiguous is a crucial strategy for 
the Innovation Service. That is not total opacity. But there is careful selection and cura-
tion of what is to be shared and what is kept opaque. The team collaborates with academ-
ics worldwide and expresses an eagerness to share their knowledge with researchers if 
there is interest. (The list of these academic partnerships is, however, not publicly avail-
able.) When we asked our interlocutors what kind of risks they anticipate in a project like 
Jetson, for example, they immediately responded that the content of Jetson is only shared 
with a select few. They made sure to create an impression of a tightly kept environment 
wherein a project such as Jetson is tested and refined, thereby claiming to control poten-
tial risks and harm.

This ambiguity partly owes to the precarity of the UNHCR’s relationship with host 
countries, as we see in the above quote. Predictive technologies contain multiple levels 
of opacity due to technical and social reasons (Burrell, 2016; Pasquale, 2015). Privacy 
concerns for one of the most vulnerable populations globally also call for extra care and 
safeguarding. The Innovation Service is aware of its duty to protect such projects from 
the encroachment of host governments. Getting the data of refugees (as we saw in the 
case of Cox Bazaar) or the predictions of Jetson in the hands of host governments pre-
sents a significant risk to the lives of the forcibly displaced. Recognizing that risk might 
also endanger continuing projects such as Jetson at the UNHCR.

Maintaining ambiguity about such projects is also derived from the internal politics of 
the UNHCR and the Innovation Service’s attempt to keep the legitimacy of their work 
unchallenged within the organization. The Innovation Service is not a fundamental unit 
within the UNHCR. It is a relatively new division trying to prove its worth to the rest of 
the Agency. Team members are thus careful to present their projects as something which 
supplements existing workflows at field offices rather than supplant what they are 
already doing. The field office at Dollo Ado, for example, could not take any explicit 
action on Jetson’s predictions because the UNHCR headquarters had no established pol-
icy that allows using “mathematical formulas” for preparation (an engineer at the 
Innovation Service, 18 October 2021). An analyst explained how they navigate the 
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ambivalent role between the field operations and what they call the policy arm of 
UNHCR as follows:

We don’t want to be telling them from Geneva or New York like this is going to happen, and 
you need to reallocate. We want to say, here’s what our models are showing, here’s something 
you might want to investigate, you might want to think a little bit about. (Analyst at the 
Innovation Service, 28 September 2021)

Another reason the Innovation Service was cautious about circulating or suggesting 
actions on Jetson’s results was the lack of guidelines regarding data ownership and algo-
rithmic ethics across the UN.

Not being able to act on (“operationalize”) Jetson’s results is a contentious topic 
among the members of the Innovation Service. Some think Jetson was a failure because 
the field offices did not change any of their preparation based on predictions. Others sug-
gest it was the higher levels of bureaucracy, such as the weak legitimacy of the Innovation 
Service or the lack of UN-wide guidelines around algorithmic accountability, which 
caused the missing link between operational responses and Jetson’s numbers. In other 
words, Jetson was not a failure; the UNHCR was not yet ready to act on it. Either way, 
the team carefully maintained ambiguity on many levels, for example, among team 
members, between the Innovation Service and field offices, and between the UNHCR 
and members of the public. It aimed to protect projects such as Jetson from being ques-
tioned or attacked internally or externally.

Shifting models

In our interviews with the Innovation Service members, we were often reminded that 
Project Jetson was a “proof of concept” and not a tool. Our interlocutors insisted this was 
not a model that was actively in use. Nor was it intended to provide a perfect model that 
works across all places. Jetson, they told us, strove to develop a working machine learn-
ing model for predicting refugee movements. However, the Innovation Service members 
were aware that their results were specific to the sites and periods wherein they con-
ducted their work. They knew they could not generalize beyond the confines of their 
testbed. Moreover, they did not want to because, as the “goat story” demonstrated, it was 
more crucial to find “sensitive variables that can be indicators of movement, even if in 
an over-simplified way” (Earney and Moreno Jimenez, 2019). As discussed in the previ-
ous section, there were also regulatory and organizational obstacles to rolling out a pre-
dictive model across the UNHCR. The goal for the Innovation Service was then to show 
they can model and predict refugee movements while also identifying a diverse range of 
data sources (i.e. predictors) that the Agency could keep track of for the next wave of 
arrivals.

Migration scholars have already established that there is “no systematic way of esti-
mating the future size of PoC groups because the causes of forced displacement are dif-
ficult to predict” (Alburez-Gutierrez and García, 2018). The Innovation Service members 
seemed to accept that a predictable border was a shifting target. “There are constantly 
emergent trends that do not always have the data,” one team member explained, “so 



Baykurt and Lyamuya 11

you’re trying to balance the constantly changing situation with the ability to build on 
what you have learned and what you do know” (a data analyst affiliated with the 
Innovation Service, 14 September 2021). Another member admitted that “if you were to 
run the model right now in Ukraine, the predictive displacement would be zero” (a mem-
ber of the Innovation Service, 2 March 2022). Project Jetson thus aimed to provide esti-
mates within minimal periods, such as 3 or 4 weeks in advance. Our interlocutors 
accepted that its predictive model must be continually reworked and retrained across 
different sites and at other times. The project website declares, “Jetson actively seeks 
new data sources, new narratives, and new collaborations to keep iterating and improv-
ing” (UNHCR Innovation Service, 2021).

Experimentality has become “a mode of governing in borderzones” to test new tech-
nologies or anticipation techniques but often in debilitating ways for migrants (Amoore, 
2021; Aradau, 2020). The Innovation Service’s central role across the UNHCR is to cre-
ate spaces of experimentation within the organization while also promoting data science 
and applied artificial intelligence techniques in the humanitarian sector. Experimentality 
certainly affords the Innovation Service to pursue a more flexible approach as they tinker 
with different datasets or statistical models. It allows them to make mistakes in a more 
contained way without de-legitimizing the humanitarian work of the UNHCR. Even 
though the UNHCR promotes durable solutions for refugees as part of its core mandate, 
there is no clear endpoint in experimentation. The tinkering and iterating, especially in 
human mobility, could continue across different sites.

The experimentality behind shifting models also obscures the feedback loop 
between data analysts and field officers, wherein the latter’s observations are not only 
fed into the models, but also their review ends up settling the accuracy levels. The 
Innovation Service aims to keep Jetson’s predictions in a range of options rather than 
seeking precision. “[W]e didn’t specifically give [field officers in Dollo Ado] a num-
ber,” one of our interlocutors explained, “But we wanted to get the intervals between 
predictions so that they know that there will always be a maximum value that they had 
to have in mind” (an engineer at the Innovation Service, 18 October 2021). This cau-
tious approach allows the team not to “extend beyond the models,” thereby containing 
the impact of predictive analytics within the locales they were developed. But it also 
means a project like Jetson relies heavily on the assessment of field officers to prove 
its reliability. For example, suppose the field office finds some predictions unrealistic 
compared with what they had expected or observed. The Innovation Service then 
switches to other types of insights, such as trying to estimate the reasons behind flee-
ing. “With the operation, they have to tell you what is valuable out of the modeling,” 
one analyst explained (an engineer at the Innovation Service, 18 October 2021). 
Otherwise, analysts continue working around projectors to produce something that the 
field office deems useful.

The ongoing experimentality and shifting models in line with the feedback of field 
officers and response to site-specific changes demonstrate how Jetson—or any predic-
tive project in the field of migration—“selectively” confers different variables or predic-
tors’ reliability (Grommé, 2015). Rather than perceiving the borders and human mobility 
as the absolute sites of truth from which the predictive models could capture and learn, 
there is a complex network of UNHCR staff, competing interests, organizational limits, 
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and changing circumstances, which shape the design, results, and validity of predictabil-
ity (Bourne et al., 2015). However, precisely this kind of selectivity and openness also 
sustains the idea of a predictable border. Continually shifting machine learning allows 
the Innovation Service to remain at the helm while proliferating its experiments across 
different sites.

Discussion

Despite the complexities underlying predictive analytics and machine learning in pre-
dicting border crossing, UNHCR officials are still determined to expand projects such as 
Jetson in other regions (Aylett-Bullock et al., 2021). Those in favor of migration predict-
ability maintain that despite their limitations, predictive technologies enable researchers 
and humanitarian technologists to “assemble the necessary data” useful to explain not 
only how the next wave of displacement “might unfold” but also “where the displaced 
would flee and when” (Edwards, 2008: 347). These proponents suggest that the ultimate 
objective of using predictive models in migration and border management is to capture 
the unfolding of border movements in advance, which helps actors be well prepared 
(Edwards, 2008; Pham and Luengo-Oroz, 2022). However, these technologies also carry 
a wide range of risks for the already-vulnerable populations and present scant evidence 
that they are effective.

To better understand the dynamics of a predictable border within bureaucratic organi-
zations like the UNHCR, our analysis highlights how predictive systems in migration 
intersect with the larger politics of humanitarian organizations. We aim to counter the 
assumption that states are the “primary actor in assembling and analyzing migration 
data” (Meissner and Taylor, 2021) and spotlight the intertwined role both states and non-
state actors play in reimagining migration and borders. Humanitarian organizations, 
unlike states or companies, have a distinct responsibility toward the forcibly displaced 
and members of the public. The UNHCR Innovation Service—and the rest of the organi-
zation—is quite clear about the risks and harms of instituting predictive analytics in their 
everyday work. The organizational strategies we identify help them separate the idea and 
ideal of a predictable border from the actual experiments they are running in the office or 
the field.

Through a case study, we identified three main strategies that UNHCR analysts pur-
sue to sustain the possibility of a predictable border. First, by seeking novel variables, the 
Innovation Service claims to generate an organizational value for the UNHCR beyond 
the success of predictive analytics. Even when projects such as Winter Cell or Jetson are 
folded, these new datasets or correlative insights revealed through blending them remain 
relevant practices within the organization. Second, maintaining a carefully curated ambi-
guity around the content and consequences of predictive projects allows the Innovation 
Service to avoid internal and external pushback. It also creates an image of safety around 
the impact of predictive projects wherein the UNHCR—and its strategies of ambigu-
ity—supposedly protect vulnerable populations from the consequences of predictions. 
Finally, the Innovation Service continually shifts predictive models in response to chang-
ing local conditions and the feedback from field offices. This constant experimentality 
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sustains the Innovation Service’s leadership in predictive projects and their promise that 
a predictable border is possible to build.

These strategies show that the design and testing of predictive analytics within a human-
itarian agency, such as the UNHCR, need to adapt to the politics of the organization 
(Reutter, 2022). Beyond the effectiveness or success/failure of a specific technology at 
hand, these relational strategies sustain the socio-technical imaginary of a predictable 
border. These organizational practices do not fully explain why humanitarian organizations 
insist on using algorithmic systems despite the overwhelming evidence that such data-
driven technologies do not work as intended and worsen the conditions for the already-
marginalized (Sánchez-Monedero and Dencik, 2022). But they demonstrate how these 
data-driven techniques are legitimated inside a bureaucratic organization. Even if a par-
ticular predictive project does not achieve its goals (as the so-called success of Jetson is 
contested even by the members of the Innovation Service), the idea of being able to pre-
dict the mobility of refugees remains intact. Drawing on other benefits of adopting 
predictive technologies (e.g. seeking new variables or experimentation), humanitarian 
technologists keep working on such projects, and the fitful implementation of predictive 
technologies continues apace.

Conclusion

In this article, we have examined predictive analytics projects of the UNHCR Innovation 
Service to understand how a humanitarian agency attempts to adopt machine learning 
models in decision-making. We have argued that the resilience of the ideal of predictive 
analytics at the UNHCR depends on three organizational strategies—seeking novel vari-
ables, maintaining ambiguity, and shifting models—rather than the quantitative strength 
of analytics or predictions. We showed that these strategies help humanitarian technolo-
gists justify their efforts toward designing and testing a predictable border by de-cou-
pling the success of a specific project from other organizational practices that arguably 
help the UNHCR understand human mobility better. They also aim to create a sense of 
responsibility and security around the contents of these projects through a carefully 
maintained bureaucratic ambiguity.

Our inquiry would have certainly benefited from a participant-observation compo-
nent to systematically monitor how these systems are built and tested on the ground. 
Since we could not secure access to the internal office of the Innovation Service or the 
field sites, we prioritized the reported accounts of the UNHCR staff in our analysis. What 
other interests—inside and outside the UNHCR—maintain the resilience of trusting data 
science techniques in migration? What would it take for the UNHCR to give up on devel-
oping predictive analytics? Future research should explore these questions by studying 
the perspectives of field officers and other units within the UNHCR to understand better 
the durability of these organizational strategies against the valid critiques of algorithmic 
systems in the field of migration. The stakes of challenging the premise of such projects—
that border movements can be predicted—are high as ongoing experimentation in refu-
gee sites and at humanitarian agencies continues to amplify existing power asymmetries 
across the Global North and South, exclusionary mechanisms of borders, and biases in 
decision-making.
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